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Overview

• Triton Shared Computing Cluster (TSCC) at San Diego 
Supercomputing Center (SDSC) 

• Extreme Science and Engineering Discovery 
Environment (XSEDE) 

• UCSB Center for Scientific Computing (CSC) clusters 

• Training resources and workshops



TSCC 

• Encourages campus participation, allowing researchers to use 
time and storage space on SDSC computing and data resources. 

• UCSB purchases blocks of computer hours which researchers 
may request from the supercomputing consultant. 

• Primarily used for educational purposes, but some groups also 
use it for research.



TSCC 
System Features

http://www.sdsc.edu/services/hpc/hpc_systems.html#tscc

http://www.sdsc.edu/support/user_guides/tscc.html

http://www.sdsc.edu/services/hpc/hpc_systems.html#tscc
http://www.sdsc.edu/support/user_guides/tscc.html


TSCC 

• Individuals: 
• <1000 hours/yr, used for training and startup 
• Fill the application form at website 
• XSEDE trial and startup allocations recommended!

http://www.ets.ucsb.edu/services/supercomputing/triton-shared-computing-cluster-tscc

• Research Groups: 
• Max 40,000 hrs/yr 
• Fill the application form at website 
• XSEDE research allocations and CSC recommended!

• Class accounts: 
• Generally 300-500 hours per student (supplements available) 
• Syllabus, Number of Students and CV of instructor 
• For advanced topics (GPUs, Mapreduce, Hadoop etc.) XSEDE 

educational allocations can be more appropriate.

http://www.ets.ucsb.edu/services/supercomputing/triton-shared-computing-cluster-tscc


XSEDE is an NSF sponsored service organization that provides 
access to computing resources.

https://portal.xsede.org

Currently XSEDE supports more than a dozen supercomputers 
and high-end visualization and data analysis 
resources.

www.xsede.org



Available XSEDE Resources 

https://www.xsede.org/resources/overview

Workhorse

General purpose,  
more Big Data

Long term storage

Large memory, big data

Big Data
Visualization,  
data analysis

High throughput

https://www.xsede.org/resources/overview


Campus Champions Program

As a campus champion, I will help you:

• Understand the capabilities of HPC 
and get to include it as a part of your 
research and educational work. 

• Get access to local, regional and 
national resources. 

• Maintenance of accounts, allocations 
of computing time and technical 
expertise. 

• Connect with the broader community 
of HPC users in your field

Represents XSEDE on the campus

Campus Champion 
Trial Allocation

Startup & Educational Allocation

Research Allocation



Allocations Overview
https://portal.xsede.org/allocations-overview

Trial Allocation

• Limited number of hours in XSEDE resources available to 
UCSB through the Campus Champion 

• Getting familiar with XSEDE 
• Running small tests

To get access
https://portal.xsede.org

• Sign up and get a username 
• E-mail your username to the Campus Champion with a short 

description of your computational needs.



Allocations Overview

Startup & Educational Allocation

• Requires a one-two page allocation request 
• Available all year around 
• Available for use ~ two weeks after submission of request 
• Max Limit: 200,000 hours per request

• Code development 
• Scaling tests 
• Training 
• Users are expected to apply for Research Allocation after 

Startup

https://portal.xsede.org/allocations-overview



Allocations Overview
https://portal.xsede.org/allocations-overview

Research Allocations
• You can get millions of computer hours. 
• One PI + researchers (added to the allocation from the portal) 
• ~10 page research allocation request needs to be submitted 
• Awarded 4 times a year 
• Renewed each year by a progress report+renewal request

4 quarters = 1 yr allocation period

Submission Review Award

Advance

Time to renew



Allocations Overview
https://portal.xsede.org/allocations-overview

Allocation Periods

• Short description of research 
• Justification of requested hours 
• Scaling tests

Requests are submitted from the Portal



Allocations Overview
Successful allocation requests:

https://portal.xsede.org/successful-requests

https://portal.xsede.org/successful-requests


Other useful aspects of XSEDE
A nice portal

• Get a username from the 
portal 

• Go to allocations tab, and 
below you can ask for 1000 
hrs from Comet

• Send me your username 
• A short description of your 

computing needs 
• You will get limited trial time 

from any resource!



Other useful aspects of XSEDE

Numerous Training sessions, most of them broadcasted from the web



CSC Clusters 
Campus available clusters: 

QSR (32 node, 4 core Opterons) 
Knot (110 node, ~1400 core) system 

4 ‘fat nodes’ (256/512 GB RAM) 
GPU nodes (12)



• Free!!   
We acknowledge support from the Center for Scientific 
Computing at the CNSI and MRL: an NSF MRSEC 
(DMR-1121053) and NSF CNS-0960316.

http://csc.cnsi.ucsb.edu 
• Look for wiki 
• search

http://csc.cnsi.ucsb.edu/
http://csc.cnsi.ucsb.edu/


• ‘Condo clusters’ 
 PI’s buy nodes in the clusters 

❑ Lattice (62 node Opteron) 
❑ Guild (60 node Nehalem) 
❑ Braid  (70 node IvyBridge/Haswell and GPUs) 

• Groups buy nodes in the cluster, CSC handles 
infrastructure (disk, network, etc.) and 
management



• /csc/central for temporary storage 

• Globus endpoint (http://globusonline.org) 
– Look for ucsb#knot-storage  (can then navigate to /

home, /csc directories) 

• Move large quantities of data/restarts broken 
connections

http://globusonline.org/


• Local clusters good for development work, 
‘smaller’ jobs. 

• Once you exceed the resources, work with Burak 
to use SDSC, XSEDE resources



Training Sessions at UCSB

• Intel Xeon Phi training will take place in January (2 days) 
• Using Python and R in parallel (planned) 
• Big Data related subjects: SDSC staff can be invited 
• Other requests (e.g. cuda, hadoop etc.) ? 
• Questions ?


